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Sparse Modeling (SpM) is a modelling technique by representing target data with a small number of
variables and degrees of freedom. This technique enables the processing of vast amounts of
high-dimensional data using the sparsity of the representation, but some techniques in SpM tend to suffer
from computational complexity. In this study, We overcome the computational difficulties by using
statistical mechanical methods. By this, we aim at strengthening the theoretical and technical basis
of SpM.

We have suggested the fol lowing three goals in the beginning of this project:

1. Invention of an algorithm for efficient variable selection
by using Monte Carlo method in statistical mechanics.

2. Invention of a framework computing the importance of each
variable in the model by using the Bayesian statistics and statistical mechanics. Application
of it to actual variable selection algorithm.

3. Cross—validation is an important method for selecting a model
in a model family. However, it tends to suffer from the computational complexity problem. We
invent methods to overcome this computational difficulty by using some perturbative techniques.

In the actual research, we have achieved the results corresponding to all these three. The above
publications are corresponding to all these three points. Additional two publications were obtained
in this project but they are not shown above due to the restriction of the space. All of the published
papers have been published in well-known journals in the field of statistical mechanics/machine
learning. The algorithms we developed are available on Github and other sites for wider use




