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The purpose of this study is to clarify the computational function of recurrent neural circuits with
STDP learning rule in inhibitory synapses. By computer simulations, we aimed to clarify how the neural
circuit changes its own circuit structure by STDP learning, and clarify the dependence on inputs, window
functions, and noises.

We first examined what kind of rhythm the neural network with STDP learning generates by numerical
calculation. The element neuron of the neural network was the Izhikevich type. The network was composed
of 800 excitatory and 200 inhibitory neurons. External inputs to the network were modeled in an
independent Poisson process, which mimics the inputs from the thalamus.

When excitatory neurons had class 1 excitability, the unlearned network oscillated with a rhythm of
4 to 8 Hz. The frequency increases with learning, and oscillates with a rhythm of 10 to 30 Hz after
sufficient learning. On the other hand, when the excitatory neuron had excitability of class 2, the
unlearned network was excited with a rhythm of 4 to 8 Hz. After learning, it oscillated with a rhythm
of 30 to 80 Hz.

It has been known that the rhythm of the neural network is affected by the topology and the inputs,
but it is unknown how the rhythms modulated by the excitability of individual neurons (the bifurcation
type in terms of dynamical system). This is newly revealed fact in this research. We continue to examine
how information processing changes due to differences in generated rhythms.




